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Abstract—High accuracy and low cost are challenging require-  f1, fo > [fi — fa|. A receiver creates a low-frequency
ments for localization in wireless sensor networks (WSNsjThe differential signal by low-pass filtering (denoted bYF{-})

radio interferometric positioning system (RIPS) proposedin [1]  ihe received signal strength indicator (RSSI) signal as
aims to meet both requirements at the same time. However,

it is vulnerable to channel fading, and suffers from the noig LPF{TQ(t)}
aggravation due to the square operation. In this paper, we 9
propose a dual-tone radio interferometric positioning sysem =LPF{(aicos(2mf1(t — 11))+aicos(2m fo(t — 72))+n(t))"}

(DRIPS) using undersampling techniques, named uDRIPS. Our _, 2, 2 _ _ ~
proposed methodology is immune to flat fading effects, and aids =(ai+a3)/2+araz¢08(2m(f1 — fo)t+2m(foma— frma)) +0(1),

the amplification of measurement noise by directly undersam : . : .
pling the received signal. Furthermore, the time-of-arrival (TOA) wherer (t) is the received signat; andr are the propagation

information is extracted from the phases of the received dua delays,n(t) is the noise term, andi(t) is the aggregate
tone signals in the uDRIPS. As a result, it is able to localize noise term including the noise autocorrelation and signuége

an asynchronous target with the help of synchronous anchors cross-correlation terms. Thug(¢) has a higher variance than
i(r?t%deesr a‘l’;’r']ttt‘i Eﬂowi‘oggrsr']“gﬂz)-toMﬁ;esc;"s&r awein'”"gsggggelthe n(t). Note that the phase of the low-frequency differential
a Io?:alizationgalg);/orr)ithm to estimatg the unkn%[\)/vn%alternalvely signal ,(a1a2005,(277(f1_f2)t +2n(for2—f1m1))) bears the
Simulation results corroborate the efficiency of our propogd range information. Nevertheless, the RIPS only accomnesdat
algorithm. additive white Gaussian noise (AWGN) channels, suffermifro

Index Terms—Ranging, radio interferometric positioning, lo- the increased noise due to the square operation, and fazes th

calization, undersampling integer ambiguity issue.

EDICS: SAM-LOC, Sensor network localization algo- The RIPS is further ext_ended in [6]’.[7] to track mobile
fithms. nodes, where Doppler shifts are exploited such that veloc-

ity estimates of moving targets can be achieved. Moreover,
. INTRODUCTION spinning anchors transmitting radio signals with fixed fre-

Accurate and low-cost localization is a critical task foravi quencies (SpinLoc) are proposed in [8] to produce specified

less sensor networks (WSNs). The data collected by sensB%f?\‘l)vler sgjnfgls (|jn o;der o estlmzte apglel-of—arrl\(als Gf’-‘i
need to be associated with location information [2], [3].eThSO are defined radios are used to Implement interferomet-

low-cost constraint of sensor nodes calls for Iow—commexirIC localization with the assistance of AOAs in [9]. The

localization methods while the high accuracy requiremeﬁPGA _igwplementatiog of thz fITIP'SI Is lin\f/estigited inh [10.]
makes the localization task challenging. Although the uaiq to provide a more robust and flexible platform. A stochastic

properties of ultra-wideband (UWB) impulse radio (IR) [4]RIPS (SRIPS) is developed in [11] to make use of radios at

[5] promote time-based localization with high accuracye thQ?1 GHZ& Ar|1 asynchroncl)uszlPS (ARIPS) is Eroposed in [1|2]’ d
prohibitively high Nyquist rate and hardware requiremeht Jgvhere dual-tone signals from separate nodes are employe

UWB systems hinder their popularity. Hence, we concentra I(_)calize asynchronous targets. However, the ARIPS lis st_i
on narrowband localization systems to increase the |catidia esigned for AWGN channels. More recently, a dual-toneradi
accuracy interferometric positioning system (DRIPS) for multigat

A radio interferometric positioning system (RIPS) is proI_ocalization is developed in [13] to combat the flat-fading

posed in [1] to achieve both high accuracy and low COS'(i.hannel. It employs a square-law device similar to the RBPS t

The ranging principle of the RIPS can be exemplified f rodurc]:_er? Iov_v-frequency d;ﬁerentialflsigg?l,;n((jj thuseca;sff_
synchronous nodes. Two transmitters emit two sinusoidagggn’' 0 11N NOISE power an not-se-flexible hardware design

of slightly different frequencies denoted hy;cos(27 fit) (e.g., the choice of _samplmg rate). . .
and ascos(27 fot), respectively, wherer, and a» are real- In this letter, we introduce an undersampling technique to
valued amplitudes, and;, and f, the frequencies with DRIPS, and name it as uDRIPS. It inherits the dual-tone $igna
' structure of the DRIPS, but does not employ the square-law
Part of this work was supported by the National Nature Seienclevice. Hence, UDRIPS maintains all the advantages of the
Foundation of China (No. 61301223, No. 61174127, No. 6163210 pR|PS, but does not introduce noise multiplication terms.
and No. 61273181), the Nature Science Foundation of Shang@ta heref id . lificati ifferenf
13ZR1421800), and the Georgia Tech Ultra-wideband Cerft&xoellence Therefore, uDRIPS avoids noise amplification. Differeionfr

(http:/mww.uwbtech.gatech.edu/). the dual-tone signals of the ARIPS, the two tones of the dual-
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tone signal in the uDRIPS are close to each other in frequency oop |11 ®) [ Range | TOA
Moreover, their frequency difference is designed to be Emnal U <2 + o) EEEOL] T e
than the channel coherence bandwidth. Therefore, the uBRIP o2 fetim Undersampling

is robust to flat-fading channels. Given the freedom of t
target clock, the time-of-arrival (TOA) plus an offset doelie

unknown transmission time can be extracted from the phasgg effects of the random initial phases between the targkt a
of the dual-tone signals in the uDRIPS. Hence, our proposg jth anchor. Note tha; includes the range of interest (via
algorithm is able to localize an asynchronous target with th}). Although we only consider a single target scenario, the

assistance of synchronous anchors. Furthermore, we expl@bRIPS can be adapted for a multi-target scenario similarly
the integer ambiguity problem due to phase wrapping, agd the DRIPS.

develop a localization algorithm to find the unknowns alsern
tively. Simulations demonstrate the promising perforneaotc . RANGE ESTIMATION
the proposed system.

Iﬁlz(?g. 1. The receiver structures of the uDRIPS.

In this section, we propose a ranging method for the
Il. SYSTEM MODEL uDRIPS, and investigate the integer ambiguity problem.

Let us consider a scenario where a single target is to ge \pRriPS: Range Estimation With Undersampling
localized by communicating with\/ anchors with known The receiver structure of the uDRIPS is shown in Fig.1,

positions. The tgrggt transmits a dual-t9ne signal where the received signal is down converted, bandpass fil-
5(t) = ael¥es?m et fo)t=to) (1 4 @i2mas(t=to)) (1) tered, and directly undersampled. Since the bandwidth of

wherea is the real-valued amplitude of each of the compoe-aCh component of;(¢) is much less than the frequency

nents,y is the unknown initial phase offsef, is the carrier difference g, of the two components and only the phases

frequency.f, is the frequency of the first tone component anaf these tone components but not their frequencies are of

greater than zergy, is the small frequency difference betweeﬁmereSt’ we can make use of the undersamplmg t_echmqme. _T.h
the two tones and greater than zero as well, ands the reason to employ the undersampling technique is two-fgld: i

unknown time instant when the target starts to transmit. T t% s':]?“fy }:e rercelvEr fhtructure} arc\i/v”?j tsiavczldramp\ijfg d and
following assumptions are adopted throughout the paper. € noise. AS a result, the square-law device IS removed a

Assumption 1: All M anchors are assumed to be synchr&—o noise autocorrelation or signal-noise cross-coraidgrms
nized, but the target clock can run independently. are generated in the uDRIPS compared to the DRIPS and

Assumption 2: The unknownt, is due to the lack of RIPS. Note that the down conversion is necessary to faeilita

synchronization between the target and the anchors, arsd tHF design of .th.e bandpass filter (BPF) and the employment
it introduces an unknown phase offset between the two ton analog-to-digital convertor (ADC). The BPF, whose cente

SinceM anchors are synchronized, the unknawis assumed requency isfy + g»/2 and _bandW|dth is greater thap, is .
to be the same with respect to (w.r.t.) all the anchors. designed to suppress the interference due to undersampling

Assumption 3: The frequency difference, is assumed to be The frequency down conversion also helps to choose the ADC

smaller than the channel coherence bandwidth. As a rekalt, §ince the high frequency and bandwidth require high acgurac

two tones of the dual-tone signal experience the same chan(?1fethe sampling clock and hardware.

. - : . At the receiver, the signal;(¢) in (3) is undersampled at
fading effect [14], and a flat-fading channel model is applie . v
here to account for the fading effect. the ratef! directly, wheref! < 2(fy + g). For the sake of

With these assumptions, the signal received by ithe brevity, the noise term is neglected from now on. Collecting
anchor is down converted bf., and then modeled as all L samples into a vectar;’, we arrive at

ri(t) = Bis(t — m)e T2 I tHIm Ly (t), @) r) = Arx), (4)

where 3, is a complex channel coefficient attributing to thavherex;” = a;f5 (6701, (Ot o0T,
flat-fading channel effects, and can be modeled as a zeRQdAL = [®L(fs/f) ®L((fo +95)/ [S)]

mean complex Gaussian random variable with variamge With ®L(f) = [1,e/>7/,... e??7(L=DI]T. Consequentially,
representing the average power of the flat-fading chann@|l€ast-squares (LS) estimatorxff is given by
Moreover, 7; is the unknown propagation delay; is the XV = (AZ)Tr;J (5)

distance between the target and ttie anchor, and; = v, _ _

wherev is the signal propagation speed. The unknown initi@nd the phase of interegt can be estimated as

phaser; is due to the randomness of the receiver oscillator. po_ SUTH QU Ik 6

Furthermore, the noise termy(¢) is modeled as a zero- o = arg {[&K 1[%7 ]2} + 27k, ©

mean complex Gaussian random process with variarice where[a],, denotes theith entry of the vectoa, the unknown

Substituting (1) into (2), we obtain integer k& accounts for the integer ambiguity due to phase
N jorfut _i0 jorgnt b wrapping, and-)* denotes the complex conjugate. Usifygn
ri(t)=cufre el te ) +wi(t), () (6), the TOA with an offset due to the unknown transmission

wheref, = =27 (f. + fo)(to + 1), &1 = —27gu(to + 71), @and timet, can be estimated. However, the integer ambiguity issue

o = aed(Pt) s an aggregate complex parameter to absohas to be considered in the TOA estimation. More details ibou
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the integer ambiguity issue will be discussed in SectiofBlll we arrive at

Several remarks are now due. . - So + & if 0<dp+& <2n
Remar!< 1 The unknown phase shlfﬂl(),_ the effects of the Pr = { b0+ & — 21 if 2w <y + & < Am

random initial phasesy(), and the flat-fading channesy) are - _

absent in (6). Hence, the uDRIPS is immune to the uncertairftgcording to (10),¢; is related tod, andé; in two possible

of the initial phases and the flat-fading effect. In this cas#ays. In the next section, we will simplify the above integer

uDRIPS is a non-coherent localizer. ambiguity problem, and develop the corresponding locttina
Remark 2: The clock of the target does not have to b&ethod using the biased TOAs.

synchronized with the anchor clocks. New targets can enter IV. LOCALIZATION ALGORITHM

the network and can be localized at any time. In this section, a localization algorithm is proposed fog th
Remark 3: The main sources of ranging errors are due @DRIPS with a simplified integer ambiguity problem, which
the lack of time and frequency synchronization among thggicates that the phase shift (5, = —2rg,7) is in the
anchors. The time synchronization among the anchor reseivgynge of(—2m,0) (=27 < ; < 0). Hence, the corresponding
can be accomplished by various approaches [15], [16]. F@&tanced; (d; = v7) is in the range of(0,v/gs), which
example, using the method proposed in [16], the averagecalled the resolvable range, and the distadgen the
time synchronization error can be beldwys. As a result, resolvable range can be estimated without ambiguity. The
the phase error is less tha~°® - 2rg,. Furthermore, the smaller the frequency differengg is, the larger the resolvable
frequencies of the two tonesfi(+ g, and f;) in (3) may range is. It also ensures that two tones experience the same
not be exactly known due to oscillator uncertainties of thehannel fading effect. However, a larger frequency difieee
target transmitter or the anchor receivers. In this simti ;, facilitates a higher estimation accuracy. Therefore, ether
these frequencies can be estimated similarly by the ESPRid-3 tradeoff in designing,. According to the range of,
type method proposed in the ARIPS (see [12]), and then theo, « -, < 0), we achievele; /27| = —1 and&; = £, + 2.

phases is extracted using the estimated frequencies. AB3UM\/e can rewrite (10) in the relation w.rd; as
a frequency estimation errgx f, it would be translated as an ~ ) .
o1V _{b()erll//gb if 0§50~+51<27T

additional phase estimation errorZrA f(to + 71)). — = i
Remark 4: The choice off? is critical in the uDRIPS. It 27 gp bo +di if 21 < do + e <dm

(10)

) - (11)

should fufill the conditions that where by = —VSO/ngb is the distance offset due to the
f&# gu/n1 and f7 # fu/na, (7)  unknown transmission time. .

whereni,n, € Z* and Z7* includes all positive integers. Let us collect all the phase eitlma_tﬁﬁmto a vectorv as

In order to extract the phase information of the two tones, tf = —(¥/2m)[¢0, ¢1, .., ¢ar—1]" . Without the error term,

tones should not alias with each other and do not reduce to B¢ model ofv is given by

components after undersampling. This leads us to the dondit v=d+byly + (v/gp)u, (12)

imposed by (7). Furthermore, the lower the undersamplin _ —_— B
rate fV is, the smaller the burden is for the digital Signa\‘\%dere% N t[dot’hdl"“’dlé{‘l]t W'tfh trcwl&lbh_ ”Shl - X”c’j ?[lh
processing part of the receivers. On the other hand, therloyf!® X denote the coordinates o anchor an €

H M
the undersampling ratg” is, the fewer samples are coIIectedarget’ respect_lvely,_and belongs tc_) the sef0, _1}. : Th_e
in a fixed time duration resulting in the degradation of thEonllnear relationship of (12) w.rk increases the difficulties

estimation accuracy. Therefore, there is a tradeoff for t solving (12). An alternating least squares (ALS) solatio
selection offv ’ 9] is employed here. The unknown parameters&nd b

are categorized as a subset, whileis another subset. We
B. Integer Ambiguity Issue define the estimates of theth iteration asx™ 5{™, and
because of the unknown integér This is the well-known @ linear model w.r.tx and by by moving (v/gs)a"~" and
Hence, we can only optai@ (6 = arg {[RV]1[%]2}) instead denoted by®) and moving the unknowns( ||x||* and bg)

f qg f (6), wh q; is th timat ﬂ; do 3 to the left side, we obtain

of ¢; from (6), whereg, is the estimate of;, and ¢; = ¢; + DI »

27k. Recall thatr, is coupled withtg as¢; = —27gy(to+7). 2~ ™ @M = 287x — 266%™ + (bo — ||x]|2)1,,, (13)
Hence, we can obtain the estimate of the TOA plus an offsgfherev(") = v — (v/g,)a™ "V, S = [sg s1 ... spr—1], and

called the biased TOA as ® = [|[sol|% |Is1]?, ..., [lsar—1]|?]7. As a result, the estimate
fot 7 = ,((Zl/QWJrk)/gb' @) of x<")_ and b\ can be achieved based onA(ll3) using an
_ y LS estimator [20]. Consequently, the updatetdf) can be
Let us definedy = —2mgyto and do = do — 27[6o/27].  employed by a simple rounding operation as

@ = —2mgym andé = & —2nle /2. As i o 0 if round(@ (v —_gqm _ Bén)lM)) >0
|60/27 |+ |e1/2n]  if 0 <o +& <27 al = Y . .
2 = ~ : gb n (TL)
[ &1/2] { [80/27 |+ |&/2m | +1 if 2 < 6o+ & < 4dm -1 if round(; (V —d" — by 1M)) <0
) (14)
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The ALS algorithm is summarized in Algorithm 1. 10'p

Algorithm 1: an ALS approach to localize the target

1) Initial step:a(® =0

2) Updatex™ andb{" givena(=1) based on the
linear model (13)

3) Updatea(™ givenx(™ andb{™ using (14) 1 s RS £ 15 61

4) Go back to step 2), unleg™ — x| < ¢ or -+ ORIPS, = 110 Kz

reach the maximum iteration number 0.5 6 10 Be © %

10" | -o-UDRIPS, f = 15 kHz[E
——UDRIPS, ' = 15 kHz

RMSE of distance estimates (m)

Fig. 2. RMSE of distance estimates vs. SNR

V. SIMULATION RESULTS 10° oooe

In this section, the performance of the uDRIPS is evaluated,
and compared to the DRIPS in [12]. The frequency of the
first component of the dual-tone signAl = 5 MHz, and the 107
frequency difference, = 50 kHz, which is smaller than the

ubRIPS

CCDF

typical channel coherence bandwidih0 kHz according to the ol %;szk'*z !

Extended Typical Urban (ETU) channel model in the 3GPP- i = 110kHz

LTE standard [21]. The observation duration Gsmillisec- o SNR- a5 5
onds (ms). The amplitude of the dual-tone sigaat 1, and e N S § .
the carrier frequency, = 2.45 GHz. Moreover, the average 10 absolute distance error (m) 10

channel power of the flat—_fadeg channel is always assumEig. 3. The CCDF curves of the absolute distance errors frdift SNRs
to be 1 for all channels, i.e.p7 = 1,1 = 0,...,M — 1. for the uDRIPS fU = 55 kHz) and the DRIPS{? = 110 kHz)

The signal-to-noise ratio (SNR) is defined ags?, where -
o? is the variance of the noise term;(t). Furthermore, we = R
assume that the target is in the range of the resolving limit
(0 < d < v/g, =6 km with v = 3 x 10® m/s). Thus, a
simplified integer ambiguity problem is considered here. Fo
each evaluationl 0,000 Monte-Carlo runs are carried out.

In Figs. 2 and 3, the ranging accuracy of the uDRIPS is
compared to the DRIPS excluding the impact of the unknown
transmission instant;. Hence, we assume the target and the 107
anchors are synchronizet) (= 0) in Figs. 2 and 3. Recall that 0w
the target is in the resolvable range. The true distanced®tW rig. 4. MAE of location estimates vs. SNR
the target and the anchor is set to b2km. In each Monte-

Carlo run, the complex channel coefficieht(3, ~ CA’(0,1)) UDRIPS (the solid lines) are lower than the ones of the
is generated randomly. DRIPS (the dashed lines), and the differences increaseeas th

The root mean sguare error (RMSE) of the range est|ma.cté|R decreases. The noise amplification is Significant at low
is shown in Fig. 2. The uDRIPS (the solid lines) employin§NR for the DRIPS.
undersampling frequencies that satisfy the condition iseplo ~ Localization accuracy is evaluated with five anchors and
by (7) performs well (segV = 15kHz and fV = 55kHz @ target. The target is not synchronized with anchors. Thus,
cases in Fig. 2), and the estimation accuracy increases whg time instantt, is randomly generated in the range of
the increasing sampling frequency. However, for the sampli (0,100] us for each run. The coordinates for five anchors and
frequency of25kHz, the UDRIPS (the solid line with-£" the target areso = [0,1000m]”,s; = [1000m,0]",s2 =
markers) fails, since the condition imposed by (7) is viedat [0,0]”,s3 = [1000m, 2000 m]”, s4 = [2000 m, 1000 m]” and
Note that for a given observation duration, the higher tie = [1500m,1200m]”, respectively. The median absolute
frequency is, the more samples are obtained. With a h&or (MAE) is used as a performance metric in this simutatio
number of samples compared to the DRIPS, the rangitfymitigate the effects of the outliers due to the deep fading
accuracy of the UDRIPSf{ = 55kHz) is still slightly better The integer ambiguity issue is solved by the ALS approach
than the DRIPS (” = 110 kHz) at low SNR. This is because proposed in Section 1V. The localization accuracy is ilated
that the uDRIPS does not suffer from the noise aggravatiéh Fig. 4 for both the uDRIPS and the DRIPS, where the
due to the square operation used in the DRIPS. uDRIPS (fY = 55kHz) slightly outperforms the DRIPS

The complementary cumulative distribution functiodf” = 110kHz) even with a half number of samples.

(CCDF) curves of the absolute distance errors for the uDRIPS
(fY = 55kHz) and the DRIPS {” = 110 kHz) are illustrated

in Fig. 3, respectively, wher€NR = {5dB, 25 dB, 45 dB}.
Although the number of samples used in the DRIPS is two The authors would like to thank Prof. G. Tong Zhou for
times of the one in the uDRIPS, the CCDF curves of thasightful discussions.

~o-UDRIPS, f = 15 kHz
——UDRIPS, ) = 15 kHz

MAE of location estimates (m)
>

~-UDRIPS, f = 15 kHz

-+-DRIPS, 0 = 110 kHz

20 30 40 50 60
SNR (dB)
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